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Temples and polychrome mosaics, thermal baths, statues,
amphitheatres, porticos, the governor's palace "Daciarum
Trium" - that would be in brief the synthesis of this important
military-political, economic-commercial and cultural-artistic
centre, the miniature copy of the mother Rome.

2.2 Modeling and 3D reconstruction

The historical materials have been carefully analysed and has
started the reconstruction with students from Computer
Science speciality together with historical researcher working
in the project “3D Virtual Museum”, financed by the
European Union, through “The National Cultural Found
Administration”, in 2007 - 2008.
3D objects modelling is well known that may be a determined

step in landscape reconstruction.
The modelling has to decide between low-poly and high-poly
object reconstruction. Our purpose is to offer real time
interaction in this environment that we choose to represent the
objects in low-poly format. Because our interest it was in real
time interaction with the objects and our platform use different
landscapes or environment reconstructed we present the
archaeological studies in short, mentions that all the
reconstruction was made by the rigorous documentation in
collaboration with National “Unirii” Museum from Alba Iulia
coordinated by Moga V. and Lascu I.
We chose to reconstruct the Roman Citadel, Roman Temple,
Roman huts, cereal hangars, market places, roads, roman
houses and head quarter villa. In the building reconstruction
we keep the balance between efficiency, visual aspect, UV-
layout, dimensions and scalability. Each object in the
environment has less than 500000 polygon lines depending on
their relevance in the context. Also we have reconstructed
different artefacts.
We used for reconstruction 3D Studio Max and Maya
applications converting each object in individual, identifiable
and unique component in the environment. The objects are
constructed for using in three different methods: frame
interaction, 3D object interaction and dialog interaction. In
Figure 2 is presented a section from inside Citadel
reconstruction.

Figure 2. Landscape reconstruction of the Roman Temple
object in the Roman Citadel Apulum

Textures are created using Adobe Photoshop based on the
images taken on the Museum or in site. Some artefacts are
reconstructed exactly like they appear in the exhibitions like

coins, bowls, candelas, pottery, altar, grey ware beaker, statue,
plate, hand made jars.
In Figure 3 is presented the UV mapping texture of the ancient
coin, this object have 3D form and it will be used in the
environment for real time interaction using haptic devices. Our
future research will be oriented also to feel the surface of the
coin, not just the dimension and position like in this
application.

Figure 3. UV mapping of the coin texture

The texture dimension are memory scalable, that means that
resolution for the picture are power off 2 (2k) to increase the
overload and memory speed storage. In that sense we take in to
conssiderance a balance between dimension and detail or
picture quality. We use also some free texture looking on the
web sites (www.cgtextures.com).

2.3 Interaction with objects

In the section below we talk about three type of interaction
with objects and environment similar with game interaction we
propose. Because this application has an educational purpose
we combine the game facilities with learning techniques and
also interactive interfaces. All the interaction is based on the
intersection between collisions mesh of the objects and
collision ellipsoid of the camera.
Interaction with frames is based on the collision mesh
integrated with The Irrlicht Graphic Engine. The Irrlicht
Engine is an open source high performance real time 3D engine
written and usable in C++ and also available for .NET
languages. It is completely cross-platform, using 3D, OpenGL
and its own software renderer, and has all of the state-of-the-art
features which can be found in commercial 3D engines
(Gebhardt N., 2007). Interactions are generated by the
collisions of two or more than too collision mashes. We define
camera to be the visitors, the player in the environment, ho has
their own collision ellipsoid mash. The player can change the
axis radius of the ellipsoid in real time using a short key on
line. In that case a menu appear and player can change some
futures of the environment like distances, light, visibility
radius, frog or other parameters. When a collisions, ore more,
appear the player may choose witch collision is interested for
them and start the action specific to this selected collision.
Interaction with frame generate text or sound explication about
the environmental or object interactions, storage in text or
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sound file each of them identified by unique ID. For each
collision mash defined, also for frame, object or persons, is ID
defined storage in the xml file(in the section data base and
algorithms we explain the used technique).
In order to launch the event associate with the frame, object or
persons interaction is defined a database trigger, a procedural
code that is automatically executed in response to certain
events on a particular table in database associate.
Interactions with object is similar like the frame interaction
execute a trigger associate in two different ways. If the haptic
devices are note connected to the computer a window appear
on the screen containing 3D visualisation of the object guided
by tree scroll line corresponding to rotation horizontal, vertical
and scale object.
In case of haptic device the same window show the object
evolution coordinate by the glove. We used in the experiments
Pinch Glove system for interaction. Pinch Glove is a system
for interacting with 3D simulation. This pair of stretch-gloves
contains sensors in each fingertip which detect contact
between the digits of your hand. It is used these gestures for a
wide range of control and interactive functions customized to
the specifications. Any combination of single or multiple
contacts between two or more digits can be programmed to
have specific meanings, ranging from simple on/off to multi-
part, multi-action commands. The gestures are not dependent
on individual hand geometry. The Pinch never requires
calibration.
No complicated gesture recognition algorithms are required, so
it is easy to integrate the Pinch into interactive 3D video
games or any application that requires a wide range of tactile
gestures. Interaction with persons is also mash collision based
but if a person is occurred different trigger is launched.

Figure 4: Interaction with roman soldier using voice and text.

Interaction with persons is dialog based. In Figure 4 an object
interaction occurs with person. A trigger is launched with
possible questions, answers and written text or sound dialog.
The sound dialog is based on two different forms. Interaction
with frames generate an explanation form both text and sound
without outside interaction. Interactions with person generate
both text and sound interactive dialog based on the graph
dialog stored in the database. For the beginning we have
started with storage interaction dialog, but for the future we
intend to develop an artificial intelligent system to upgrade the
person knowledge in real time.

The dialogs contain educational questions and answers
guided in to graph dialog based algorithm.

3. DATA STRUCTURES AND PROGRAMING

Our research is based on the simple and quickly data base
access, open structure, free software modules, free engines and
C# programming language application.

3.1 Data base structures

The data base structure is html oriented based, easy to update,
universal recognized and program languages interpretable. We
choose that way to organize data because classical data
structure means servers or local data files access increasing
time transfer and data search. The database is structured in
different html file with two types of data, each of them heaving
similar structure. The structure for objects are described in
Formula (1) and explained below.

Example:
<Object type="menu"
id="1"
mesh="../final/moneda1.my3d"
mesh_viewer="../final/moneda1v.my3d" (1)
mesh_ viewer_scale= "2 2 2"
desc="Test text moneda 1." />

where Object type = define the objects type, that may be
menu, person or different objects defined
id = is numbered identification of the objects
mesh = contain the path to identify the mesh file
mesh_viewer = contain the path to identify the mesh
viewer file
mesh_ viewer_scale= contain the path to identify the
mesh viewer scale in three dimension x y z, separate
by spaces

We used a binary search algorithm in the special html file to
look for different elements, identified by their id. The object
types determine the interaction type. Collision between camera
ellipsoid and object collision mesh determine specific action.
The action is defined by the trigger type, which may be
windowed information, sound player and person interaction or
object viewer interaction. The trigger data base format is
presented in Formula (2).

Example:
<Trigger type="switch"
state="1"
id="12"
desc="Cazarma fortificata" (2)
meta=""
visible="0"
position="-5 23 -861"
scale="2 2 2"/>

where Trigger type = define de trigger type
state = the value 0 or 1 define the state of the trigger,
not interaction or interaction with the object
id, desc, scale = are similar with formula (1)
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meta = meta information’s specify the input or
output line in/off dialog graph, running parallel tasks
like sound and text
visible = some elements like windows, information
or menus may be invisible marked with 0 or visible
marked with 1.
position = mark the real position in the tree
dimensions space starting with origin in the middle
of the general frame, meaning that we have also
positive and negative values.

The dialog with person is structured in the hml file, dialog line
with dialog line, witch have a special format presented in
Formula (3), where two examples for entrance and for exit are
presented. Lines are numbered that means each of them is an
entrance in graph dialog containing the list of possible outputs
line or null for exit.

Examples: <Line meta=""
npc = "Hello!"
pc="Question?"
vec="1,2,3"/>
<Line meta="exit" (3)
npc = "Answer"
pc="Bye!"
vec=""/>

where Line meta = the same like in Formula (2)
npc = non playable characters, text answer to
given question
pc = playable characters, possible questions
vec = a vector, containing separate by coma,
possible answers line numbers, that follow the
conversation starting with this question. Null is
end of conversation.

Based on this data structure the player is passing question by
question, answer by answer in the dialog graph. The question
and answers are followed also by the sounds. The future
development is to integrate the Microsoft speech but only in
English. Those features are supported by .NET.

3.2 Program structure and algorithms

Application was created using Microsoft .Net C# language,
object oriented platform. To integrate the open source modules
and free IRRLICHT engines it was necessary to create three
different classes.
In Figure 5 is shown the Engines Integration Diagram.
IRRLICHT Graphic Engine is the main engine in relations
with IRRNEWT Wraper, providing for IRRKLANG Sound
Engine resources and control.

Figure 5: Engines integration diagram

Movement and motion is realized using Physic Engine Newton.
The wrapper aim is to integrate objects in the frame, establish
the mash for every environmental object and reconstruct the
frame in real time.
We try to increase graphics loading, texture reconstruction,
collisions conflicts and data base access to information or
sound effects.
The application structured class based, containing CApp, main
class, CLevel, designed for static geometry, objects
management, interaction with objects and dialog with persons,
CEventReceiver, for input output management.
We had create a main class, CApp, with the structure designed
for load settings, load level controls, get objects ID’s, control
the player camera, animation, viewers, image loading, trigger
control. To reduce memory dimensions of the images we use
crypt and decrypt methods for image loading and saving.
Interactions with the objects are determined using collision
mesh, bound by the 3D bounding BOX, like in Figure 6. The
algorithm determine the radius R between players camera and
bounding box centre, calculating minimum distances collision
necessary for interaction.

Figure 6: Camera radius R, calculated for object bounding box

CLevel class contain methods for static geometry engine
methods accesses. CLevel class have methods designed for
distance visibility and light flags.
CEventReceiver contain important methods for object triggers
and associate event objects in input output devices. These
methods describe and offer facility for chose different event in
interactions with the objects. Interfaces are created using
special windows for presentation, object interaction in view
mode or interaction mode.
Important facilities developed in the application are: interactive
menu witch offer possibility, for player, to change in time some
interfaces characteristics, light effects, viewed distances, fog
effects offered by Engine.

The main algorithm tries to maximize the efficiency loading
scenes only if the player is on the site. Initialization starts with
the nearest objects from the camera loading. The mesh object
on the area is loaded in scene keeping in memory just
coordinates of the objects identified by their ID’s. The camera
position determine the list of the loaded objects, they are
loaded by the graphic and physic engine and shown. The object
structure is defined by their components: Id, name, description,
type, relative position in 3D representation, mesh dimension
for collisions in three directions, visibility and scene address.
Using the camera coordinates and objects coordinates the
algorithm loop determines in real time collisions between
camera and other objects and starts the corresponding trigger.
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Corresponding with started trigger some windowed interfaces
are displayed depending on the object interaction. The player
have the possibility to interact with the object in the new
window created or come back to the scene to look for another
interaction. Shot keys are defined for easier interaction and
rapidly interface parameters to be changed.
All the features of the application are growing up while the
project is develop and we hope that interfaces are useful and
easy to use for all the players.

4. CONCLUSIONS

Historical information was obtained with the researcher
support from National Museum Alba Iulia, Ph. D. Moga Valer
and Ph. D candidate Lascu Ilie. We mention that that research
is financed by the “The National Cultural Found
Administration”, in two projects “Muzeul Virtual 3D”, (3D
Virtual Museum) in 2007
(www.afcn.ro/beneficiari_castigatori_sesiune_noiembrie
_2005.php) and “Traseul celor trei Fortificaþii”
(Three Fortress Ride) in 2008
(www.afcn.ro/finantari_proiecte_culturale). The second
project is under development until October 2008, some
reconstruction will be made in the next months and it will be
included in application.
The research is oriented to look for the simply end easiest
ways to develop interactive 3D presentations used in the
Cultural Heritage promotions. The combination between free
software engines, interactive application and scientific
archaeological documentation create a double effect: a good
documentation and scientific support for future development
in archaeological research, providing a learning interactive
scene suitable for kids and heritage interactive presentations.
The aims of this research are to obtain a real time interaction
on the web using haptic devices. This platform is suitable in
that sense. With the support of the archaeological team we try
to develop a Real Time Virtual Platform for Heritage visitors
on the web.
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ABSTRACT: 
 
The innovations promoted by the e-society highlight the central role that the e-culture has to play as a privileged means for 
disseminating cultural heritage. In this area, one weakness affecting exhibitions held in conventional museums is that generally the 
artefacts are separated from their cultural and historical context. Connections among artefacts belonging to collections owned by 
different cultural institutions are also difficult to display. Virtual reality (VR) reconstructions can be useful in recovering an 
artefact’s context also through web sites. However, virtual worlds usually offer little opportunity for personalization. This paper 
presents Ci.V.E.D.I+, a system developed to address the above issues. Ci.V.E.D.I+ integrates a VR environment generator engine 
accessible via web, customizable according to the user preferences, with an interface to access contents from digital archives. The 
re-contextualization of the cultural heritage is carried out using narrations, that is, stories written by domain experts about one or 
multiple artefacts. Ci.V.E.D.I+ dynamically retrieves from the digital archives the elements referenced by a narration and inserts 
them in the VR environment. 
 
 

1. INTRODUCTION 

1.1 Virtual Reality and Cultural Heritage  

The goal of virtual reality (VR) is to recreate, analyze, explore 
3D objects and worlds in virtual environments and to stimulate 
the main human senses, mainly the sight, but also the hearing 
and the touch. According to this definition, VR techniques can 
be applied to a large variety of domains in which they have a 
significant potential for supporting the visualisation of 3D 
materials, images, sounds, datasets through a comprehensive 
and visually appealing presentations also through web sites.  
 
As such VR has an important potential for enhancing many 
aspects of the human life in particular in the field of the cultural 
heritage valorisation and dissemination (White, 2004). In 
particular, because VR overcomes time and space barriers, it 
offers the possibility to virtually access environments that are 
no longer accessible, to visit museums located far from the user, 
and to come in contact with cultures in forms which are not 
possible in real life (Loscos, 2004). Again, VR offers a space in 
which users can meet other people, exchange experiences, 
learn, and interact with domain experts such as archaeologists, 
historians or art critics. In this respect, the combination of VR 
and technologies such as the Internet is the key to make cultural 
heritage available anytime and anywhere. However, in order for 
this process to happen and the large public to benefit from it, it 
is necessary to build systems having a high communicative 
impact and to assure an equally high scientific quality of the 
cultural contents. In this way exhibitions in VR can offer a new 
method to capture the museums information allowing their 
contents to be better explored and to better match the 
expectation of the users.  
 
However, to date, most of their solutions fall into the typical 
windowing, 2D paradigm, thus missing the benefits of the 
attractive nature of 3D especially for a public of non expert 
users. Think as examples of web sites presenting paintings: a 

distracted user might not realize that Leonardo da Vinci’s 
Monalisa (“virtual exhibited” at the Louvre museum website) is 
more than sixty six times smaller than Picasso’s Guernica 
(“virtual exhibited” at the website of the museum of Reina 
Sofia in Madrid). Of course the size of the painted canvas is not 
the most important element of a painting, but systems 
promoting cultural heritage to large public cannot ignore visual 
elements such as the size of the artefact, especially when 
multiple elements are presented together.  
 
These kind of issues are very current problems since today 
several museums and cultural institutes integrate their 
expositive heritage using virtual environments accessible by 
web or by other installations placed in real spaces (White, 
2004). Through these technologies, users can explore the 
museum exhibits in a VR that is both spatially accurate and 
visually engaging. Besides, during this kind of visits, surfers 
find in the virtual space a familiar environment able to adapt to 
their expectations and visiting styles. However, those systems 
are expensive to build (especially for small museums) and, 
more important, they do not usually support enough interaction 
and customization for users who, in most cases, either have to 
follow a predefined tour or can choose only among a limited set 
of predefined options. To overcome these difficulties it is 
important to develop systems supporting the dynamic creation 
of virtual worlds in which users are able to browse the cultural 
domain according to their needs and wishes. A previous paper 
(Mazzoleni, 2004) has tackled this problem developing a 
system, referred to as Ci.V.E.D.I (Customized Virtual 
Environment for Database Interaction), in order to create 
flexible and personalized VR  galleries, accessible via web, in 
which works of arts are dynamically loaded in the virtual 
environment, by querying a Multimedia Database (MMDB). By 
using Ci.V.E.D.I, the user can not only specify the content of 
the virtual gallery, but also customize the environment in which 
the exhibition is arranged, the organization of the artefacts 
within the visit, and the overall duration of the visit itself. 
Ci.V.E.D.I separates the content (extracted from a relational 
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database) from the virtual environment that becomes a sort of 
gateway used to obtain information of interest to the user. 
Ci.V.E.D.I represents a viable solution for small museums 
interested in exhibiting their collections in a VR environment in 
which the visitor is engaged in a customized tour that does not 
necessarily reflect the ones possible in the physical world.  
 
However, Ci.V.E.D.I is not enough to promote the VR as a 
channel to favour the mutual exchange of cultural heritages. 
Ci.V.E.D.I lacks essential features for supporting the users in 
managing, manipulating, distributing and sharing knowledge. 
In other words, one weakness affecting this digital 
reconstruction of exhibitions is that the artefacts are separated 
from their cultural and historical context. Two main aspects 
need to be considered. First, virtual museums should not be 
built only using “virtual artefacts” retrieved from single 
collection, but different museums should collaborate 
exchanging their collections as it happens today for temporary 
exhibitions. Second, databases, in many cases, do not provide 
mechanisms supporting the description of the anthropological, 
historical, artistic connections among the artefacts. In real life, 
the museum curator decides which “theme” to represent in the 
exhibition and how to organize the artefacts in the expositive 
areas. Domain experts (as well as all people who think to have 
something to say about a set of artefacts) should be able to 
participate by specifying their own contributions and allowing 
the visitors to choose the “thematic” tour(s) which better fit 
their interests.  
 
This paper tackles such problems describing how to extend the 
parameterized environment built using Ci.V.E.D.I in order to 
maintain the semantic correlations among the elements 
retrieved from digital archives of different museums, and to 
augment them with contextual information. This extension, 
called Ci.V.E.D.I+, allow to integrate a VR environment 
generator engine, customizable according to the user 
preferences, with an interface to access contents from digital 
archives. Thus, in Ci.V.E.D.I+, the information is dynamically 
retrieved from multiple data sources and museums can decide to 
participate with their artefacts to a virtual exhibition at anytime 
and without any need of replicating their data. Under this 
perspective,  Ci.V.E.D.I+ presents an innovative prototype for 
the creation, aggregation and dissemination of knowledge 
making it sustainable and visible in VR environments 
accessible via web. The re-contextualization of the cultural 
heritage is carried out using narrations, that is,  texts, short 
essays, written by domain experts, useful to contextualize the 
single artefacts retrieved from different archives, through their 
connection with specific topics and spheres of knowledge. By 
means of the narrations it is possible to tailor the cultural 
heritage information according to specifications defined by 
domain experts. In this way the user can properly navigate 
through the heritage and create their own personalized thematic 
tour through a large number of information trails. Ci.V.E.D.I+ 
dynamically retrieves from the digital archives the elements 
referenced by a narration and inserts them in the VR 
environment 
 
Essentially, the contribution of the paper is twofold. First, it 
recognizes VR as a privileged channel to exchange cultural 
heritage which can overcome the limitations of the 2D 
windowing interface today adopted by many museums’ 
website. Second, it presents Ci.V.E.D.I+, a system to 
dynamically build virtual galleries in which museums, domain 
experts, and visitors collaborate in deciding the content to be 
presented according to their knowledge and interests. With 

Ci.V.E.D.I+, the virtual environment becomes a single point of 
access to the heritage distributed in multiple data sources 
contextualized by the contribution of autonomous domain 
experts. 
 
The rest of the paper is organized as follows. Section 2 
compares different approaches to develop user driven VR 
environments. Section 3 presents the approach to the 
development of the Ci.V.E.D.I system and how it has been 
extended in the Ci.V.E.D.I+ system. Finally Section 4 
concludes the paper and outlines future works.  
 
 

2. RELATED WORKS 

2.1 VR Techniques in Cultural Field 

During the last decades, a large number of projects related to 
the application of VR technologies to cultural heritage have 
been developed. 3D scanning, modelling and rendering 
techniques have been used for the reconstruction of historical 
artefacts (Jablonka, 2002), whereas virtual and augmented 
realty environments have made available new interaction 
models to users and experts (White, 2004; Papagiannakis, 2004; 
Sinclair, 2005; Azuma, 2001). Archaeology is a typical case, in 
which the virtual cultural heritage can communicate complex 
information according to what is actually visible and what is 
not, contextualizing the real and the imaginary for a correct 
interpretation of the present and the past. Virtual archaeology 
allows one to use scientific data for recreating monuments, 
findings and environments that the time has turned into 
fragmented ruins. Examples of the application of computer 
graphic, multimedia, robotic and VR to this field were 
presented during the world exposition on the ancient Rome in 
VR from September 15th to November 15th 2005 in Rome 
(CNR-ITABC, 2005). Despite their high quality, these 
applications must constantly match with the tremendously high 
expectations of the users, created by illusions of what VR could 
be provided according to what movies, television, and literature 
state. For example J. Lanier (Lanier, 1992) discusses 
motivations why VR has not yet become a widespread 
technology. The main reasons concern: low computer 
performance, too low resolution screens, no clear and complete 
understanding of the human cognition, acuity of human senses, 
sense of isolation from the real world. The performance lacks 
will be overcome by the growing computation power of new 
processors and by innovative hardware technologies, whereas 
issues connected to human perceptions will be tackled by new 
interaction models supporting content personalization according 
the users’ wishes and needs. In fact the user’s expectation is 
high because she/he is not attracted by simple walk through 
application but she/he wants to live a formative experience and 
to focus on her/his topics of interest. Several projects have 
investigated different intuitive and customizable access to 
cultural and historical information retrieved from museums and 
archaeological sites using mobile devices, multimodal 
interfaces or other interaction devices able to make the scene 
less inert and users more active (Ciger, 2003; Valtolina, 2005; 
Champion, 2004). However the interaction dynamics, at the 
base of the customization of the user’s visit, has not been much 
investigated. Applications should encourage learning and 
personal enrichment. In order to achieve this goal, information 
should be shown according the user’s background, and the 
artefacts should be arranged in the virtual set according to their 
natural and semantic correlations. The overall experience can 
be optimized by enriching the exhibition with tours presented to 
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the visitor in a coherent way and fixed according to 
contributions of expert of specific domains. To show a virtual 
environment, created starting from specific user’s requests, it is 
necessary to exploit a wide base of knowledge from which to 
retrieve information generally owned by different museums and 
cultural institutions. Several projects have faced this problem 
(Ammoura, 2001; Costabile, 1998). For example, the main goal 
of the ARCO project (White, 2004) is the development of 
technologies to create virtual representation of museum’s 
artefacts using a stereo augmented reality system. Digital 
photographs, 3D models and other descriptive metadata are 
organized in an object oriented database used to create virtual 
exhibitions. These representations are then visualized according 
to different modalities through a VRML or X3D (Brutzman, 
2007) based web browser or directly in the museum using 
Augmented Reality Interfaces. Another interesting project is 
Sculpteur (Sinclair, 2005). In Sculpteur, 3D objects retrieved 
from the database by using specialized retrieval algorithms are 
associated with concepts defined in a special purpose semantic 
layer. By mean of a “concept browser” users can access to the 
information from the partner museum’s through a common 
ontology, the CIDOC CRM (Crofts, 2008). In addition, 
classifier agents can be trained to make automatic 
classifications of objects in order to present the final virtual 
exhibition. However in these projects only a single database is 
used, which thus makes difficult to make available information 
from several museum’s; furthermore, the 3D artefacts are 
arranged according to some simple classification criteria, thus 
without representing the semantic correlations among them.  
  
In another project, art-E-fact (Marcos, 2005), one of the goals is 
to develop a generic platform for interactive storytelling in 
Mixed Reality that allows artists and content generators to 
create artistic expressions in a cultural context between the 
virtual and the physical reality. By means of an Authoring Tool, 
artists, users and content generators are able to create stories 
based on the content stored in databases.  
 
The approach presented in this paper provides the additional 
information useful to contextualize the artefact through 
narrations, which are stories created by domain’s experts. 
Narrations are integrated in virtual exhibitions thus enriching 
the user’s experience and offering tours dynamically generated 
according the user’s preferences. In order to achieve this goal 
digital images, 3D objects and related metadata are retrieved 
from databases owned by different museums that collaborate in 
the creation of a semantic layer representing the cultural 
domain of interest.  
 
 

3. CI.V.E.D.I.  APPROACH 

This section describes the architecture of the Ci.V.E.D.I.+ 
system and how it has been developed from the Ci.V.E.D.I 
system. The goal of Ci.V.E.D.I. is to generate personalized 
virtual galleries of artefacts whereas Ci.V.E.D.I.+ proposes an 
interesting solution in terms of flexibility and extensibility. In 
particular it defines a method to overcome the limitation of 
extracting data from a single database and it offers the 
possibility for domain experts to share their knowledge by both 
enriching and guiding the visitors while accessing the virtual 
galleries. 
 

3.1 Customized VR Environments 

A main limitation of the current VR systems is that the 
information content is predefined and the user has a limited 
possibilities to change, customize or filter the information 
content according to her/his preferences, in other words there is 
not a suitable support for a correct arrangement and 
dissemination of the knowledge.  Instead, in a customizable 
environment the user can choose the portion of information 
content by querying the system in order to present only the 
knowledge of interest. Ci.V.E.D.I. is a scalable system whose 
main goal is to provide a flexible and personalized virtual 
environment for accessing multimedia contents. By using 
Ci.V.E.D.I., the final user not only can specify the information 
she/he is interested in, but she/he can fully customize the 
appearance and the duration of the visit. User preferences are 
also integrated with the requirements from the curator of the 
exhibition, who, on the basis of her/his knowledge about the 
contents, can provide the system with additional information in 
order to generate tours that better facilitate the fruition of the 
available cultural heritage. 
 
Starting from Ci.V.E.D.I architecture, Ci.V.E.D.I.+ proposes an 
approach based on the combination of multimedia databases 
and VR or, more precisely, the exploitation of VR as a solution 
to retrieve information from multimedia databases and to 
present them. The integration of VR and database technologies 
entails several issues, mainly related to the fact that the types 
and number of objects returned by a user query cannot be know 
in advance. Thus, the VR system must be able to dynamically 
rearrange the VR assignment, in order to be able to 
accommodate query results.  
 
The methodology adopted to design and build customized 
virtual environments for delivering multimedia contents can be 
divided into two main phases: the “Data specification phase” 
and the “Tour generation phase” (Figure 1).  
 
In the “Data Specification Phase” (Figure 1), the responsible of 
the cultural institution (i.e., the museum curator) provides the 
system with all the information needed to generate the tours. In 
this phase, the curator defines the subset of the data stored in 
the database that can be accessed by the user. After this, the 
curator selects the morphologies of the museums in which the 
exhibition can be arranged. In this solution, the exhibition space 
is not fixed, but it dynamically generated from a set of rooms 
each one defined according to a specific architectural style. In 
other words, a virtual room defined by means of a 3D template, 
called Virtual Scene Unit (VSU), which specifies the room’s 
planimetry and its appearance (e.g., the textures applied on the 
geometry, the number and position of light sources, the 
intensity of each lights, etc). In addition, VSU contains other 
information concerning the expositive areas, which are the 
available zone on the room’s walls in which it is possible to 
arrange multimedia elements, and additional parameters the 
system follows when it needs to resize the virtual environment, 
in case the total amount of space required by the paintings to be 
exposed exceeds the room’s expositive area. The curator can 
choose among the available room templates, or can design its 
own VSUs, in order to define her/his personalized style (e.g., a 
modern museum, a church, a ”Galleria degli Uffizi”-like 
structure, and so forth) which is more appropriate to exhibit the 
heritage in the database. The number and the size of the virtual 
rooms, the position of each single painting, the position and the 
size of the doors connecting two rooms, as well as the overall 
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organization of the museum’s rooms is dynamically computed 
based on the information to be presented. 
 

 
 

Figure 1: Ci.V.E.D.I+ system architecture. 
 

The “Tour Generation Phase” (Figure 1) aims at generating the 
customized virtual tour according to user requirements. Using a 
traditional 2D interface, the user specifies her/his preferences, 
choosing among the alternatives made available by the museum 
curator during the “Data Specification Phase”. She/he can select 
the query she/he wishes to submit to the database (e.g., returns 
all Picasso’s paintings), the criterion to group the retrieved 
paintings (e.g. the place in which they have been painted, the 
year of creation, etc.), and the museum’s architecture in which 
to arrange the visit. Once all preferences have been collected, 
the system constructs the necessary query statement. 
 
During this step, the system generates a room among the VSU 
with the architecture selected by the user. Before being placed 
in the virtual room, the images are automatically resized with 
respect of the proportion of their real counterparts. Paintings are 
clustered according to the organization criterion selected by the 
visitor and each object in the cluster assigned to one of the 
expositive area available in the virtual room. Every time a 
painting is allocated, its area is subtracted from the total amount 
of free space in the expositive area. If all the objects in the 
cluster do not fit in the selected VSU, some relaxation 
techniques such as scene enlargement (within the bounds fixed 
by the VSU) or the organization the artefacts in two parallel 
lines instead of one in each wall are applied. Furthermore, there 
will be cases in which the system will load another scene until 
all the objects have been assigned to a VSU. 
 
As a final task, before applying the algorithms to draw 3D 
scenes and objects composing the user customized virtual 
exhibition, Ci.V.E.D.I. applies additional heuristics to refine the 
results of the previous phases. Specifically, the system reduces 
VSU dimensions in cases artefacts cover only a small 
percentage of the available expositive area. If it is not possible 
to reduce the VSU, the free expositive areas left with no 
paintings are automatically filled by autonomous objects such 
as windows or columns, etc.  
 
3.2 An Integrated  Access to the Cultural Heritage 

To provide an environment in which VR is a channel 
supporting the mutual exchange of cultural heritage, two main 
aspects need to be considered. First, virtual museums should not 
be built only using “virtual artefacts” retrieved from single 

collection, but different museums should collaborate 
exchanging their collections. Second, the ”virtual artefacts” 
have to be presented according to the their anthropological, 
historical, artistic meaning and the semantic relationships 
among the visualized artefacts have to be highlighted.   
 
Starting from these considerations and exploiting the 
architecture defined in the Ci.V.E.D.I system, the Ci.V.E.D.I.+ 
system defines how to maintain the semantic correlations 
among the elements retrieved from digital archives of different 
museums, and to augment them with contextual information. In 
Ci.V.E.D.I+, the information is dynamically retrieved from 
multiple data sources and museums can decide to participate 
with their artefacts to a virtual exhibition at anytime and 
without any need of replicating their data.  
 
The integration among the various information sources is 
achieved by means of a semantic model, represented by an 
ontology (Valtolina, 2007) and able to describe the relevant 
concepts of the cultural heritage domain. In this context, VR 
technology is used to create environments that, by hiding the 
complexity of the underlying databases and archives, are more 
natural to users and easier to use when interacting with the 
cultural heritage information.  
 
Although many institutions and museums have well organized 
digital archives, these communities still lack effective and 
efficient technological supports for collaborative knowledge 
networks. The most outstanding innovative feature of the such a 
network is its ability to bring together information, which is 
normally distant, because of geographical constraints and/or 
institutional background. In the data integration context a lot of 
proposals have been introduced, (Bergamaschi, 2001; Leone, 
2005) and basing on these studies, it is possible to affirm that 
the use of an ontologies for the explication of the common 
knowledge seems to be a promising method for addressing the 
integration problem. In particular the integration model adopted 
in the Ci.V.E.D.I.+ system , is based on a use of an ontology as 
knowledge base representation where data residing at the 
sources are accessed during query execution. This approach 
called virtual approach (Lenzerini, 2002; May, 2005) uses the 
ontology as a sort of semantic access point of the information 
that can be retrieved from databases. Databases owned by 
different institutions are mapped and related independently 
from their number, location and typology. In this way, the 
information are not recreated, but extracted automatically from 
the existing sources through the ontology schema. Nevertheless, 
creating a new ontology from scratch is a time consuming task 
and, therefore, it is better to exploit a general ontology from 
which customized cultural ontologies can be derived. In the 
proposed solution this ontology has been derived from a well 
known cultural heritage ontology, that is, the CIDOC 
Conceptual Reference Model (CRM) (Crofts, 2008). The 
CIDOC-CRM provides definitions and a formal structure for 
describing the implicit and explicit concepts and relationships 
used in cultural heritage documentation and it is a well 
formalized, well supported and widely accepted standard in the 
cultural heritage area. Once defined the suitable ontology for 
representing the cultural information domain, it is necessary to 
establish a correspondence between the database schemas and 
the ontology classes and properties. In this way, the system can 
determine how the ontology classes are represented in the 
databases and how to access them. The result of this process, 
iterated for each integrated database, is a semantic network able 
to translate the database schemas onto classes and properties of 
the ontology. The information defining the mappings are used 
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by the final system to generate SQL code for querying each 
database schema. In this way the query can be expressed using 
semantic queries independently from the query languages of the 
underlying databases.  
 
Besides an integration problem of the information domain, 
nowadays there is also a problem of dissemination of the 
information. Several times in the museums the artefacts are 
decontextualized and are often juxtaposed to other objects on 
the base of properties such as chronology, typology, taxonomy, 
shape, stylistic schools and so on. This kind of exhibitions 
emphasizes the formal aspects of objects rather than their 
thematic contents which are useful to promote a better 
understanding of the life, the behaviours, the culture of ancient 
people, in relation with cultural models of the past and of the 
present. Therefore an innovative notion of cultural heritage 
virtual display would see the museum as a virtual space where 
visitors could find, close to each other, and compared, 
physically distant objects, texts and artefacts from different 
countries but belonging to similar cultural horizons (history, 
style, society).  
 
In order to customize and contextualize the user’s visit 
according to the historical, artistic, or anthropological meanings 
of the displayed artefacts, it is necessary a direct participation 
of the domain experts in the construction process of the final 
applications. Only domain experts are able to enhance the 
information presented in a virtual environment by guiding the 
attention of the end users to the elements which are more 
relevant to a specific theme. This is what happens in a real visit: 
the museum curator arranges the artefacts in the available space 
according to her/his knowledge, thus defining a specific 
“theme” for the exhibition; she/he eventually provides 
additional information to enable the visitor to better understand 
the suggested theme. In the virtual world, the goal of 
automatically generating such thematic exhibitions is much 
more challenging, because there is a large number of works of 
arts that can be presented and a lot of domain experts available 
to specify their “themes” or “themes of themes”. However, the 
virtual exhibition should not be managed according to the 
indication of a single “curator”; instead, domain’s experts 
(researchers, museums curators, art critics, painters, etc) should 
all be able to participate in the process by both adding their 
anthropological, historical, and artistic knowledge about the 
artefacts and deciding the content and the organization of the 
virtual gallery. Consider as an example the set up of a virtual 
exhibition of paintings produced during the XIX century. A 
domain expert might want to describe the biographies of the 
artists and to organize the paintings by artist. Another expert 
might want to describe the various phases of the cubism 
movement and its main representatives. In the same direction, 
other domain experts might want to describe how the use of 
perspective in paint has evolved over time and how Picasso 
introduced “Time” as a new dimension in his works of arts. All 
such information is not typically part of the database; however 
it is invaluable in helping users to enhance their knowledge 
about the works of art, and in suggesting new interpretations for 
them. 
 
To address such issue, Ci.V.E.D.I.+ provides a methodology, 
based on the concept of narration through which domain experts 
can contextualize and connect different artefacts in order to 
generate customized presentations of the contents. A narration 
is a  text, short essays, written by domain experts, useful to 
contextualize the single artefacts retrieved from different 
archives, through its connections with specific topics and 

spheres of knowledge. By means of the narrations it is possible 
to tailor the cultural information according to specifications 
defined by domain experts. In this way the user can properly 
navigate through the heritage and create their own personalized 
thematic tour through a large number of information trails.  
 
To integrate the narration concept into the Ci.V.E.D.I.+ system, 
it is necessary to extend the ontology’s schema by means of a 
new class called “Narration” and to enrich the “Data 
specification phase” in order to allow the user to select elements 
which better meet her/his interests. As described in the previous 
section, during the “Data specification phase” the user can 
decide to build her/his virtual tour selecting the paintings of 
interest according some criteria. Now the “Data specification 
phase” is enriched with the possibility for the user to browse a 
list of all the available narrations and select one of them. 
Afterwards, the user selects the environment in which data 
should be organized. The information (narrations and paintings) 
that the Ci.V.E.D.I.+ system determines as relevant with respect 
to the requirements specified by the visitor is then retrieved and 
given in input to the “Tour Generation Phase”, in which the 
system will create the virtual environment.  
 
It is important to remark that each narration is a full fledged, 
self contained story, which can be understood independently 
from any other external information. However, different 
narrations can discuss related topics, and so it is possible to link 
them. For example, a narration about "The evolution of painting 
during the XIX century" provides some background information 
to the narrations "The Cubism" and "The Futurism" concerning 
the two artistic movements; instead, a temporal relation can be 
established between the latter two narrations (Futurism is 
subsequent to Cubism).  
 
These relations implicitly express a network of semantic links 
connecting the narrations' subjects. It is possible to model these 
relations by a set of properties specifically introduced in the 
semantic model; for example, a property is used to organize the 
narration according to a hierarchical structure, in which subjects 
of the topmost narrations are more general than that of the 
lower ones. In the previous example, the narrations on Cubism 
and Futurism have a topic which can be referred to the context 
of the narration "The evolution of painting during the XIX 
century". Other properties describe temporal relations, like the 
one existing between the narrations on Cubism and Futurism, or 
express the role that a narration plays towards another narration, 
i.e. narrations concerning Picasso and G. Braque “takes part to” 
narrations concerning the Cubism movement. 
 
A narration linked to another narration through one of the 
properties previously discussed is called “narration_element”. 
“Narration_elements” are taken into account by the system 
during the virtual environment generation process. More 
precisely, after creating a virtual room for each narration 
selected by the user, the logic of the property linking narrations 
and “narration_element” is evaluated to create a continuous 
structure. For instance, consider the three narrations introduced 
above. In this scenario, the narration "The evolution of painting 
during the XIX century", which provides the context for all the 
other narrations, will be placed in the centre of the exhibition 
area; the user will start the visit from there. The two narrations 
“The Cubism” and “The Futurism” will be organized in two 
subsequent rooms, whereas the sub narrations “Picasso” and 
“G. Braque” will be organized in two rooms both connected to 
the room associated with the narration “The Cubism”. Sets of 
paintings referred by different “narration_element” can be 
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merged in the same area if their cardinalities, taken 
individually, are too small to require a new room for the 
paintings allocation 
 
It must be emphasized that all those operations are 
automatically executed by the system without any human 
intervention. With such approach, the virtual museum 
architecture is not a “sterile” environment in which paintings 
are arranged; instead the architecture of the virtual rooms 
contributes to present the heritage according to a specific 
theme. The resulting virtual gallery is then presented to the 
visitor who can start the visit on her/his personalized museum. 
 
3.3 The Ci.V.E.D.I.+ Prototype 

A prototype of Ci.V.E.D.I.+ has been implemented using Java 
as programming language and in accessible via web. The virtual 
environments are defined with X3D (Brutzman, 2007). Virtual 
worlds created by X3D can be presented via a common web 
browser and integrated with other web based applications. The 
combination Java&X3D has been chosen to reuse the 
Ci.V.E.D.I.+ components which arrange the paintings in the 
VSU’s and which draw the final world. A difficult issue in the 
development of the system is related to the presentation of the 
textual information (narrations and details about the exposed 
paintings) in the virtual gallery. In this context, it is possible to 
automatically organize in the virtual galleries a net of active 
areas, invisible to the user, which are associated with either a 
narration or a painting. When the user crosses an active area 
associated with a narration, the narration’s text is shown to the 
user. It is not rendered in the virtual environment, which is 
typically not suited to handle textual information; instead, it is 
displayed in two dimensional boxes manageable as traditional 
windows. As an alternative, the user can choose to hear a pre-
recorded audio stream in which the narration’s text is read by a 
human speaker.  
 
Again, when the visitor gets closer to a painting, the active area 
triggers a request to the Ci.V.E.D.I.+ system which retrieves 
from the database the additional information of the painting and 
all the narrations related to it. In this way, the user is free to 
leave the current narration to start another one. In this case, a 
new virtual scenario is generated and the visit starts from the 
last virtual room/painting viewed. In addition, the previous 
galleries are cached in case the user wants to return to her/his 
previous selection. Figure 2 shows an example of the virtual 
gallery created using Ci.V.E.D.I.+; in this case, both the 
paintings and the narration are presented to the visitor. The 
menu bar on the bottom of the screen is used to manage (play, 
stop, pause) the audio file associated with the narration. The last 
visited gallery is reachable through a hyperlink located in the 
bottom right corner of the screen. On the top right corner is a 
map is visible showing the user current position within the 
virtual environment. 
 

 
 

Figure 2: Ci.V.E.D.I+ virtual gallery 
 

Particular attention has been devoted, during both the design 
and implementation of the Ci.V.E.D.I.+ prototype, to usability 
requirements, which are clearly a key aspect for the success of 
the system. Following the ISO 9241 standard, three main 
usability indicators were adopted: effectiveness in use, 
efficiency in use, and satisfaction in use. At the present, in the 
context of the degree course in Digital Communication of the 
University of Milano, several students are carrying out several 
usability analysis exploiting the Heuristic evaluation 
methodology.   
 
Heuristic evaluation (Dix, 2004) is a usability engineering 
method for finding the usability problems in an interactive 
system. A team of one or more HCI experts evaluates the 
application, mimicking the users according to a given profile. In 
the present case, several students are covering the role of 
evaluators and once finished their analysis the prototype will be 
redefined and improved according to the students’ feedbacks.  
 
 

4. CONCLUSIONS AND FUTURE WORK 

This paper has presented Ci.V.E.D.I+, a system to generate 
customized virtual galleries in which paintings are dynamically 
extracted from several multimedia databases. The system does 
not only offer the possibility for the visitor to enjoy a 3D visit 
of a museum in which the paintings are the ones which better fit 
her/his interests, but it also gives the unique opportunity to 
learn more about the paintings by accessing the narrations 
specified by domain experts. Domain experts are able to share 
their knowledge with others users (both visitors and other 
domain experts) by both adding content to the data in the digital 
archives and establishing organization criteria which are not 
explicitly represented in the database. On the other hand, 
museums can decide to join and leave the content network 
(database and narrations) at anytime and having their data 
represented in a 3D environment without having to move their 
content out from their databases. Ci.V.E.D.I+ is thus a 
comprehensive solution allowing all subjects involved in a 
cultural heritage domain to use VR to share their information 
with others with the goal of creating a cultural community of 
users. 
 
Besides an extensive test of the developed prototype system, it 
is possible to suppose and plan several extensions as future 
works. First, a fist extension concerns the possibility for the 
visitor to actively participate in the creation of the knowledge 
linked to the cultural heritage domain. While visiting the virtual 
world, the visitor should be able to annotate, with her/his 
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comments, both the exhibited paintings and the presented 
narrations. To know more of annotations please refer to (Fogli, 
2004). Moreover the system should first generate all the 
environments corresponding to each narration, and then 
rearrange them in a single structure. This option is very 
important especially in case a user (for example a high school 
professor) wants to make available ad-hoc content for a 
restricted set of users (e.g., a class of students), but also to play 
the visitor’s role.  
 
Special efforts are devoted in studying techniques to let the 
system's users interact with each other. Tools like textual/vocal 
internet relay chat channel can be easily added as external 
component of the main application. However, the integration of 
this functionality inside the virtual tour is not a trivial task. In 
fact, this would require the development of a modified version 
of the X3D player plug-in supporting the messaging 
infrastructure. On the other hand, the integrated communication 
system would be the foundation for a whole set of collaborative 
tasks, like quiz games or treasure hunts, playable in the virtual 
environment. 
 
Another possible extension concerns  the possibility to integrate 
a text-to-speech engine in the system. This would free the 
content providers from the burden of creating the audio files 
associated with the narration and changing them whenever the 
narration's text is modified. As a last improvement regards the 
possibility to make the virtual environment generator engine 
able to handle not only bi-dimensional items, but also three-
dimensional ones. Doing this, it would be possible to apply 
Ci.V.E.D.I+ to virtual heritage different from paintings, like 
sculptures, potteries, books, archaeological findings, etc., thus 
extending the system's applicative domain.  
 
However, the solution proposed in Ci.V.E.D.I+ is built to be 
flexibly applied to many domains, even outside of the heritage 
scenarios. This because, nowadays, the use of new technologies 
such as VR is of increasing interest in several fields of human 
society not only the cultural field. In a large variety of domains 
VR techniques are applied in order to support the visualization 
and the analysis of 3D artefacts through a more comprehensive 
and visually appealing presentation. Exploiting the Ci.V.E.D.I+ 
system, current VR environments could be able to support an 
efficient knowledge transfer process. Appling the strategies 
defined in Ci.V.E.D.I+ it is possible to design virtual 
environments in which to offer a knowledge complete, accurate 
and consistently available to those who need it, when they need it.  
 
At the moment a second prototype is under study and design. 
This prototype concerns the study and the design of a virtual 
environment called PUODARSI (Product User-Oriented 
Development based on Augmented Reality and interactive 
Simulation) in which to analyze, improve and optimize the 
visualization of 3D artefacts in a contextual and cooperative 
way. The system allows to reconstruct a virtual prototype in an 
augmented reality environment, to modify its shape using 
haptic devices and to assess the effects that these variations of 
shape have produced on the structural properties (by means of 
FEM - Finite Element Method) and fluid-dynamic properties 
(by means of CFD - Computational Fluid Dynamic analysis) of 
the object. In a virtual environment similar to which defined in   
Ci.V.E.D.I+, different experts, sharing their competences 
through the use of annotations, a different kind of narrations, 
exploit a unique simulation environment to design, modify 
virtual prototypes and execute scientific analysis in a 
collaborative and participative way. This new way of accessing, 

presenting and interacting with information content allows to 
change the user’s role from the passive role of an observer to 
the active role of an knowledge worker. This approach 
contributes to the radical changes and innovation in the 
development from today’s single application to globally shared 
cooperative spaces for a specific community. In particular 
PUODARSI addresses these issues in the context of virtual 
prototype design in industrial area. Experts belonging to 
different communities (designers, FEM engineers and CFD 
engineers) can interact simultaneously with virtual content 
displayed stimulating communication and encouraging joint 
discovery and problem solving process with distant users. 
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ABSTRACT: 
 
One of the main tasks facing the manager of a historical centre is to avoid degradation while retaining the historical value. For this 
reason, any intervention which takes place on the environment, should be carefully managed. Only when performing a proper 
diagnosis of the environment and its reality is possible to follow a high quality intervention. The integration of new information 
technologies has been crucial to the improvement of these processes providing new tools. Within the project called RASMAP, we 
have designed and implemented a mobile augmented reality platform based on a service oriented architecture. This project 
introduces the concept of Wearable Personal Assistant (WPA). WPA in the RASMAP platform represents an innovative wearable 
tool, which provides support to professionals in their daily activities (mechanical engineer, safety responsible person, diagnosis 
expert, etc.). This tool is based on augmented reality technologies, mobile devices and communication infrastructures. The 
development of the platform for the WPAs implies addressing several technological challenges: a) to overcome the limitations 
inherent in the mobile devices: speed, capacity of memory, capacity of storage, graphical features and others, b) to obtain tracking 
systems that they do not need to alter or to adapt the environment, c) to optimize for the transmission and reproduction of 
multimedia contents through wireless networks on mobile devices. In this article, we describe the RASMAP platform, as a basis for 
the development of WPA and the extension of its use for the management of historical centres. The quality and usefulness of the 
scientific-technological results provided by the WPA have been validated developing a demonstrator for the diagnosis of the 
conservation status of the historical centre of a small town in the Basque Country. The advantages to be gained by using WPA in the 
proposed scenario are among others: more efficient processes, improved communication between users, and local and distributed 
multimedia content records. 
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1. INTRODUCTION 

Three technological factors can be identified in the favourable 
transformation of many of our daily activities, including 
process and habits of behaviour. These three factors are the 
reduced size and cost of the portable devices, the potential of 
the multimedia in mobile devices and the wide wireless 
connectivity of these devices. Today it does not seem strange to 
use mobile phones or PDAs to take a picture, send an e-mail or 
take notes in a meeting. 
 
Mobile devices can become the key element to transform and 
improve various kinds of activities such as the visit to a 
museum, attend school or repair industrial equipment. They are 
being introduced in all areas of daily life. But the success of 
these applications lies not only in the technological evolution 
and their low cost, but also in the design and implementation of 
systems that support new mobile applications, which provide 
the user with support in his activities. Based on the evolution of 
technologies previously mentioned in this article, we introduce 
the concept of Wearable Personal Assistant (WPA) as a 
lightweight and versatile tool to support the daily activities of 
non-professional and professional users. WPA presented in this 
paper has been developed based on the mobile augmented 
reality platform implemented in the project RASMAP. 

In the field of Cultural Heritage, one of the main tasks facing 
the manager of a historical centre is to avoid degradation while 
retaining the historical value. For this reason, any intervention 
which takes place on the environment should be carefully 
managed. Only when performing a proper diagnosis of the 
environment and its reality, is possible to follow a high quality 
intervention. The integration of new information technologies 
has been crucial to the improvement of these processes 
providing new tools. 
 
The diagnostic processes require the participation of various 
experts from different fields of knowledge (architecture, 
history, environment, social sciences, etc.). This requirement 
makes it necessary to move all of them in the study area with a 
consequent cost. For the fieldwork user relies only on their 
knowledge, experience and ability to interpret the information it 
perceives. For this reason, the diagnostic procedure is very 
different depending on the expert who performs it. There is 
currently a shortage and a demand for standardization of these 
procedures. The concept of WPA represents a suitable solution 
for support to the users responsible for carrying out these tasks 
and standardizes its procedures. Besides it allows reducing the 
number of people who must move to place the diagnosis as well 
as their level of knowledge of different areas. 

VSMM 2008
Digital Heritage – Proceedings of the 14th International Conference on Virtual Systems and Multimedia
M. Ioannides, A. Addison, A. Georgopoulos, L. Kalisperis Full Papers
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2. RELATED WORK 

Integrating mobile devices together with other information 
technologies can help to improve the effectiveness and 
convenience of information flow in various kinds of activities, 
for both professional and non-professional users. Thus, the 
mobile phone becomes the guide to the museum (Bruns, 2007) 
using its camera for the recognition of objects in combination 
with an extensive tracking system. The PDA (Wagner, 2006) 
could be the device to teach art history through an educational 
game based on collaborative augmented reality technologies 
Also the MIT Teacher Education Program (MIT, 2008) used the 
PDA technology in combination with GPS and Wi-Fi for the 
creation of simulation games that combine real-world 
experiences with additional information supplied to students by 
mobile devices. 
 
2.1 Wearable computing and Mobile Augmented Reality 

The concepts of wearable computing and augmented reality are 
well known and the system (Feiner, 1993) can be considered 
one of the first synergies of both technologies. The mobility 
requirements of users  require abandoning systems based on 
desktop computer for mobile devices and then the first 
prototype applications of augmented reality-based mobile 
devices appear with Head Mounted Display (HMD) connected 
to a laptop, which carries out all processing, placed in a 
knapsack on their back (Höllerer, 1999; Piekarski, 2001; 
Piekarski, 2004). The following prototypes are starting to use 
PDAs (Wagner, 2003) or mobile phone (Möhring, 2004) as 
processing devices, and the displays devices are both video-
through devices and see-through devices. Many technologies 
have been used to obtain a precise positioning application in 
augmented reality, all of them are complementary and there is 
no perfect solution (Izkara, 2007). 
 
The projects that stand out in this area are MARS (Feiner, 
1997), ARCHEOGUIDE (Project Archeoguide, 2008), 
Signposted (Wagner, 2003), client-server architecture for an 
application of augmented reality on PDA (Pasman, 2003), MR 
Virtuoso (Project Mr Virtuoso, 2008), Large Scale Mobile 
Phones Museum Guidance (Bruns, 2007) and ULTRA (Project 
Ultra, 2008) among others. 
 
In (Weiser, 1991) Weiser defines the concept of “ubiquitous 
computing” as an environment in which computing technology 
is embedded into all kinds of everyday physical objects (such as 
appliances, doors, windows or desks). Recently miniaturized 
mobile devices have extended their capabilities from simple 
communication devices to wearable, networked computational 
platforms. Mobile AR can be viewed as the meeting point 
between AR and ubiquitous and wearable computing 
(Papagiannakis, 2008). 
 
2.2 Mobile assistants for the management of historic 
centres 

The idea to create mobile assistants is not new, it is running for 
many years and currently it has an important impulse due the 
potential benefits in many areas. The report (Freitas, 2003) 
resumes a comprehensive study about the development of 
wearable devices and personal data assistants where it can 
highlight the Xybernaut Mobile Assistant (Xybernaut, 2008) a 
commercial product widely available multi-purpose wearable 
device, educational applications such as 3COM Learning 
Assistant (3COM, 2008) and IBM web lectures delivering 

learning content to the learner through the mobile devices such 
as PDAs or mobile phones, or tools such as CyberTracker 
(CyberTracker, 2008) a software system developed for a PDA 
which enables trackers to record all the significant observations 
they make in the field, and the Electronic Guide (Electronic 
Guide Research Project, 2008), a tool for recording museum 
visits that use handheld devices to enrich learning experience 
for museum visitors. Also there are research projects oriented in 
this direction such as wearIT@work project (Project 
WearIT@atwork, 2008) which will develop a set of new 
solutions to support the workers of the future. WearIT@Work 
aims to develop a mobile computing platform that can empower 
professionals to higher levels of productivity by providing more 
seamless and effective forms of access to knowledge at the 
point of work, collaboration and communication, i.e. the 
aeronautic maintenance showcase (Giancarlo, 2006). 
 
In the area of the management of historic urban centres the 
book (Pickard, 1997) examines key themes for the management 
of historic urban centres and also presents a variety of 
approaches utilised to face the different problems of the centres 
including management and regeneration action, environmental 
management and tourism and heritage management. A 
particular wearable solution for the cultural heritage sector 
(WearIT@CH, 2008) proposes a wrist wearable wireless 
computer addressing the needs of visitors will use the wearable 
device as a personalized multimedia guide, the needs of site 
guardians to support their routine on-site inspections and the 
needs of site managers and researchers will be able to gather all 
kind of data about visitors on-site behaviour. 
 
Multimedia contents, interactive elements, audio-guides, etc. all 
of them are nowadays elements that have been incorporated, in 
a natural way, for the diffusion of cultural heritage and 
especially in museums. However the use of such technologies is 
poorly introduced in other activities in the world of cultural 
heritage and the potential of the technologies is quite high. 
 

3. WEARABLE PERSONAL ASSISTANT (WPA) 

3.1 What is a WPA? 

We call Wearable Personal Assistant (WPA) a tool that 
provides user-support for the development of daily activities. A 
WPA has the following main features:  
 
� Physically it is a lightweight device, easily manageable and 

with high quality visualization and audio playback devices.  
� It provides support and assistance to professional users and 

non-professionals in their daily activities.  
� It is a versatile tool, applicable to many different environments 

(education, industrial maintenance, cultural tourism, etc.). 
� The type of information that provides a WPA is multimedia, 

quite visual and user friendly, with content specifically 
designed to assist the user in carrying out its tasks.  

� The interaction with the tool is intuitive and limited in 
order to facilitate its handling by any type of user.  

� WPA is an innovative tool that incorporates new 
technologies such as augmented reality, position tracking, 
image processing, wireless remote connectivity and 
multimedia content management services.  

� WPA incorporates information personalized to the type of 
user (user profile, level of experience, etc.), contextualized 
to the activity being implemented as well as the user 
physical location (using positioning technologies). 
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3.2 RASMAP Platform 

The implementation of the WPA is based on the mobile 
augmented reality platform developed in the RASMAP project 
(RASMAP, 2008). The RASMAP platform is based on a 
service-oriented architecture (SOA), where the final application 
is implemented from the services provided by different 
processes. For the definition of the required services we have 
analyzed comprehensively and systematically augmented 
reality (AR) scenarios in different sectors (cultural heritage, 
construction, maintenance and m-learning). For each scenario, 
first we identified the relevant group of services and 
functionalities required. On a second phase we established the 
integration of all identified services in the complete set of AR 
scenarios. These services were structured and organized in the 
following six large types: Interaction, Tracking, 3D Rendering, 
Multimedia presentation, Information management and 
Context-aware information. 
 
A common interface or language has been defined for the 
request of the service and each process requesting this service 
will use it. In the case of the tracking service, for example, the 
information requested will be the position and orientation at a 
certain time. Tracking service will manage its resources and use 
the more appropriate technologies and devices to handle this 
request. The final application will receive the information about 
the position and orientation without being aware of the method 
used (WiFi-based, image processing, GPS, etc.) or even if it has 
been processed locally or remotely. 
 
In the proposed approach, we present a mixed architecture, in 
which some of the detected services are executed directly in the 
mobile device, some others are remotely processed and some 
others will be processed locally or remotely depending on the 
context. The following figure shows the configuration of the 
architecture and services for the proposed platform. 
 

 
 

Figure 1: RASMAP platform 
 
3.3 Software Components 

The proposed design of the RASMAP platform has required 
developments in different research areas which include among 
others, graphics libraries for mobile devices, tracking libraries 
on 3D environments, image recognition algorithms based on 3D 
representations and multimedia transmission for mobile 
environments. The objectives proposed for these developments 
include the display of augmented reality applications on mobile 
devices such as PDAs, 3D positioning markerless on mobile 
devices, positioning the camera within the 3D environment, and 
the transmission of multimedia content.  
 
The following sections describe various software components 
that perform several tasks including the augmented reality 
engine, robust positioning with occlusions in translations and 
rotations, and the creation and distribution of multimedia 
content in mobile environments. All the software components 

have designed for mobile devices based on Windows Mobile 
5.0 and .NET Compact Framework. 
 
3.3.1 Augmented Reality Rendering Engine: One of the 
main components of an augmented reality system apart from the 
image capture and the positioning/tracking is the 3D rendering. 
We have developed an engine for 3D visualization based on 
Vincent and PowerVR implementations of OpenGL ES; the 
first one is a software implementation and the second one is a 
hardware implementation. 
 
Our selection is based on a low-lewel specification library such 
as OpenGL ES (OpenGL ES, 2008) (it is a subset of the 
OpenGL API for desktop environment), which describe the 
specifications for 2D and 3D graphics, and avoiding the high 
level rendering libraries available for mobile platforms due to 
the delay introduced in debugging and execution of applications 
on mobile devices and their incompatibility with the graphics 
standards. All the alternatives have in common that they use a 
scene graph to manage the 3D content. 
 
We have developed a 3D visualization engine that incorporates 
interaction through buttons and touch screen, also displays 
complex 3D models generated using high-level 3D modelling tools 
and incorporates the text display using OpenGL ES techniques.  
 
The image capturing module provides information to define the 
context to the system. In an augmented reality system real 
information is used to set the background of the augmented 
reality scene. For the implementation of this module we used 
both the Windows API and the SDK of the camera 
manufacturer. Figure 2 shows simple augmented reality scenes 
using the implemented 3D engine and the image capturing. 
 

 
 

Figure 2: Augmented reality scenes 
 
3.3.2 Tracking/Positioning: One of the major challenges of 
an augmented reality system is to achieve a good positioning of 
the user in the environment, providing both orientation and 
position with a high degree of accuracy (Kato, 1999). In order 
to make a robust 3D tracking, usually it is needed three main 
steps: a) camera calibration and initialization of the tracking 
system, b) initial camera pose (position and orientation) and c) 
tracking of the user movements relative to the initial or 
reference position. 
 
For our developments, we have modified the ARToolkitPlus 
library (Wagner, 2007) for allowing partial occlusion of the 
markers, thereby improving the robustness of the system 
without adding markers (from now on, we will call the modified 
library as ARToolkitPlus’). Our implementation allows 
translation in the three axes (x, y, z) and rotation in z even when 
the marker is partially occluded. Apart from the processing 
algorithms mentioned, in order to soften the augmented model 
transformations we used a Kalman filter which avoid 
uncomfortable flickering for the rendering of the 3D scene. The 
following figure shows some screenshots of the achieved 
results.  
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Figure 3: Using ARToolkitPlus’ 
 
3.3.3 Multimedia Management: This software component 
provides the user with a multimedia management service that 
lets her/him record video and audio, take pictures and draw or 
write over the photographs manually, and also write text notes. 
All these tasks are performed on a single screen with intuitive 
menus and organized in four tabs corresponding to text, audio, 
images and video management respectively. In addition, users 
can share their multimedia content or content from other users, 
sent or received via wireless (Wi-Fi or 3G) using the 
send/receive options enabled on all the menus of the multimedia 
management. The option send/receive is used in a mode 
transparent to the user to load and download multimedia content 
by web services located on a server that can be in the same 
building or thousands of miles away. 
 
An additional functionality of the multimedia management 
component is the capacity to construct multimedia presentations 
based on the multiple data created or previously stored. This 
kind of service allows creating multimedia user's guides to 
assist the users in a rich media way. It uses an SMIL-2.0 player 
that presents all the multimedia contents (text, audio, pictures 
and video) in an integrated and synchronized form. 
 
The advantages offered by this developed multimedia 
management with respect to other business applications such as 
windows mobile notes (text and audio), proprietary software 
camera (video and images), and utilities sending content via 
email are among others the following: a) integration into a 
single application. b) standard file formats (txt, wav, mp3, avi, 
mp4, wmv). c) multimedia content records: local storage and 
remote storage. d) collaborative content (send & receive). e) 
rich media presentation. Figure 4 illustrates different instants of 
taking a picture or making manual annotations, and the server 
hosting the web services of the collaborative mode. 
 

 
 

Figure 4: Multimedia management system 
 
The case study (Basogain, 2008) has been implemented in an 
university environment to demonstrate the suitability of this 
multimedia management in education, and has served as a 
testing ground for this software component. Any other scenario 

where the PDA becomes a real wearable personal assistant 
could have selected as a test ground, for example a visit to a 
museum or a cultural heritage site, a tour guide or a visit to an 
industrial exhibition, etc.  
 
3.3.4 Remote Communication: The transfer of video and 
audio information in real time between two distant locations 
allows communication between two users who are in remote 
locations. 
 
In our developments in the RASMAP platform we have 
integrated a video conference system for the remote com-
munication. The system provides full duplex communication 
and it is based on either WiFi or 3G communication networks. 
 
3.4 Hardware Devices  

An augmented reality system consists of a group of devices 
with complementary functionalities connected and integrated 
through a software platform. From the hardware point of view 
the three main elements of the system are: The processing 
device, the visualization device and the positioning device. 
Alternatives for the three of them will be presented next. 
 
The hardware device selected for the developments described in 
this article is the PDA Dell Axim x51v, mainly because its 
processing power, graphics card and screen resolution. For 
image capture, cameras Spectec SDC-001A and Spectec SDC-
003A have been used. The only difference between both 
cameras is the resolution, 300KPixels and 1,3MPixeles 
respectively. The camera is attached to the PDA through the SD 
slot. The PDA has microphone and audio output to which are 
plugged conventional headphones to allow using the system in 
noisy environments. To give freedom the user to use his/her 
hands during the inspection, the PDA hangs on the user’s neck 
through a band. The PDA screen itself, providing VGA 
resolution, is used as a display device. For the positioning, the 
system is based on marker-based optical tracking. Figure 5 
shows a picture of the hardware components used in the 
described application. 
 

  
 

Figure 5: Hardware devices 
  

4. PROTOTYPE FOR THE DIAGNOSIS 
OF BUILT HERITAGE 

4.1 Scenario Description 

For the development of a first prototype of the WPA, we choose 
the task of diagnosing state of preservation and accessibility of 
buildings and public spaces of a historic centre, as one of the 
key tasks for the management of the historic centre of a village 
or city. 
 
A user moves to the historic centre selected to make the 
diagnosis, in our case a small town in the north of Spain called 
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Labraza (see figure 6). The user is equipped with the WPA. The 
WPA includes a data sheet to be completed during the 
inspection. 
 

 
 

Figure 6: User in Labraza 
 
The task focuses on the diagnosis of three different elements of 
historic centre selected: A residential building that is attached to 
the wall (number 1034), a building of historic interest (El Portal 
Sur) and a public space (La Plaza Alta). 
 
4.2 Methodology 

Examples of the sequence of actions to be taken during the 
inspection are detailed below: 
� The user arrives to the first element to inspect. 
� Turns on the WPA, identifies himself on the system, 

selects the element and the system shows on the screen its 
corresponding diagnosis procedure. 

� The system provides instructions prior to diagnosis such as 
how to place the marker, informs that it must take a 
photograph of the facade and presents the sheet to be 
completed to establish the diagnosis. 

� During the diagnosis, the system provides additional 
information for each of the sections in the sheet: 

• Accessibility: Based on the marker position, 
when the user asks for additional information to 
diagnose the accessibility of the building, 3D 
information relative to the accessibility 
normative in buildings will be shown. 

• Vaults: An interactive 3D model library of the 
most common types of vaults will be shown. 

• Facade preservation status: In this case it comes 
to detecting if the facade suffers any kind of 
pathology. For this purpose there are presented 
to the user a photo and a brief textual and oral 
description with the most common pathologies. 

• Covers: With the objective to detect the kind of 
cover of the building, visual information of the 
most common types of covers is presented to the 
user. 

� During the diagnostic process the user can download 
multimedia information about other inspections carried out 
previously. This information includes photographs and 
audio files. The user can make notes on the photographs 
for review in subsequent inspections. 

� The user may request the assistance of a remote expert by 
using the video conference system included in the 
application. 

� When the user has completed the inspection of the building 
he will have to move to the next item to inspect. The 
system will provide information on the route to the next 
inspection element with a 3D arrow accompanied by a 
three-dimensional reconstruction of the historic centre 
indicating the most relevant environment elements to help 
the user in his orientation. 

4.3  Application Development 

For the diagnostic procedure, we defined three main diagnostic 
elements: a residential building attached to the wall, a building of 
historical interest and a public area. On the other hand, we defined 
two different types of user: an expert user, and a non-expert user. 
For each of the elements and for each type of user a diagnosis 
procedure is defined. Table I shows an example of the procedure 
of diagnosis. In particular, the one corresponding to a non-expert 
user who is in front of a building of monumental interest: 
 
ACTION DESCRIPTION TYPE 
Place marker Instructions to place the 

marker on the building to 
inspect 

Multimedia 
Information 

Initial 
instructions 

Initial instructions for the 
diagnosis 

Multimedia 
Information 

Accessibility Information about 
accessibility 

Augmented 
Reality 

Vaults 3D model library of 
different kinds of vaults 

3D Model 
Library 

Covers Information about kinds 
of covers 

Multimedia 
Library 

Pathologies Information about the 
facade preservation status 

Multimedia 
Library 

Route to next Information about the 
route to the next 
inspection point 

Augmented 
Reality 

 
Table I. Procedure actions 

 
Concerning the contents, several types of information have 
been used in order to define the contents shown to the user. The 
main functionalities provided by the system are described 
below: 
 
� Multimedia information reproduction: This is a 

reproduction of a single media file, which consists of a 
picture, text and audio. 

� Multimedia Library reproduction: It corresponds with the 
reproduction of a multimedia file consisting of a sequence 
of photos, text and audio associated with each picture. 

� Augmented Reality visualization: This functionality displays 
the image captured by the camera in real time, augmented 
with a virtual 3D scene in a position and orientation relative 
to the position of the detected marker. This type of content is 
mainly used for routing the user between the inspection 
points and for assistance in the accessibility diagnosis. 
Figure 7 shows how the WPA assists the user in the 
diagnosis of the accessibility in the building entrance. 

 

 
 

Figure 7: Augmented reality for accessibility diagnosis 
 
� 3D Models Library visualization and interaction: This 

system allows the visualization of 3D interactive models. 
The interaction implemented allows rotation of the model, 
as well as zoom in and out of the camera. 
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� Remote Expert Assistance: The WPA includes a video-
conference system which allows the user making the 
diagnosis contact with a remote expert for assistance 
during the inspection. Figure 8 shows the user and expert 
during the remote assistance of the diagnosis. 

 

 
 

Figure 8: Remote expert assistance 
 
� Multimedia recording, downloading and annotation: The 

WPA provides the user with the multimedia management 
system. A repository of multimedia content allows the user 
access to the recorded actions undertaken during previous 
diagnoses, and also the user can add new multimedia 
records as it is illustrated in figure 9. 
 

 
 

Figure 9: Multimedia files annotation 
 
4.4 Test 

The prototype has not been validated yet, however we have 
performed a first test with one external user. In this section we 
provide some information about the test done. This test allows 
us to detect some advantages and disadvantages of the 
developed prototype. 
 
In order to perform the test we moved to Labraza. There were 
three people involved in the test session: The responsible person 
of the WPA, the WPA developer, and the user, who is an 
architect with long experience in diagnostics conservation status 
of historic buildings and environments. 
 
Prior to the start the session, the user is informed about the tool 
and the objectives of the session, informing that he will be 
observed and his actions and comments will be recorded with a 
video camera. 
 
The main advantages detected by the user were: 
 
� The manageability of devices exceeds expectations, as it 

can hang the PDA on the neck that gave freedom of hands 
movement to the user.  

� The interaction with the application was simple and 
intuitive.  

� Information provided was adequate and very interesting.  
� The information presented using 3D models provided 

enough help and was of great interest for the user.  

� The inclusion of the marker corresponding to the diagnosis 
element in the diagnosis sheet was very interesting and 
useful.  

� Information given using 3D models with the aim of 
guiding the user in the environment was really useful.  

 
The contents of augmented reality shown are very useful in the 
tasks of accessibility diagnosis and guidance to the next 
element. In the first case, the system allows the user to visually 
access the accessibility rules and make a diagnosis without 
measure. For guidance to the next point, visual information 
provided allows the user to orient easily within an unknown 
environment, as well as to reach the next inspection point in a 
simple way. 
 
The tool for managing multimedia content provides apart from 
a mean of presentation of rich multimedia content that help 
during the diagnosis, other features like taking pictures, 
annotations over them, recovery of photographs taken during 
previous inspections, upload photographs for upcoming 
inspections and so on. These actions are also possible with other 
types of multimedia content such as video, text or audio. 
 
Remote communication with an expert facilitates the diagnosis 
by non-expert users since the system allows accessing experts 
during the performance of the task. 
 
However, problems were detected; for example:  
 
� Light intensity on the screen of the PDA under conditions 

of high brightness outdoors is a bit poor.  
� Battery life of the PDA during the assessment session was 

about 1 hour and 45 minutes, which is not enough to make 
the diagnosis of a complete historic centre. 

� The user requests for the possibility to have the diagnosis 
sheet integrated in the WPA, which is not yet 
implemented. 

 
5. CONCLUSIONS AND FUTURE WORK 

In this paper we present the concept of Wearable Personal 
Assistant as an innovative tool for the assistance to professional 
and non-professional users in their daily activities. The concept 
of WPA has been defined in the context of a project called 
RASMAP in which we have developed a mobile augmented 
reality platform based on a service-oriented architecture. 
 
Several software components have been developed for the 
implementation of the RASMAP platform. We have 
implemented an augmented reality rendering engine for mobile 
devices based on software and hardware implementations of 
OpenGL ES. Based on ARToolKitPlus, we implemented 
several algorithms to improve the robustness of such marker 
based tracking library using mobile devices. We have 
implemented also a multimedia management tool; this tool it is 
based on a set of web services and provides functionalities to 
record, edit, download and upload multimedia contents. In the 
RASMAP platform we have also integrated existing tools such 
as a video conferencing system for the remote communication 
between users remotely located. 
 
The RASMAP platform is the technological support for the 
development of WPA. We have developed a prototype for the 
diagnosis of the built heritage. The tool has been tested on site 
by an architect with long experience in the diagnosis activities. 
Regarding the usability of the tool, although several problems 
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were detected, the user perceived an added-value in the use of 
such tool for their daily activities. Among others, the 
standardization in the diagnosis processes, the reduction of time 
and the number of experts needed to be moved to the site to 
make the diagnosis are some of the most important benefits of 
such tool. 
 
The use of tools such as WPA based on new technologies is not 
only a instrument for the diagnosis of the conservation status of 
the built heritage, but also can be very useful for many other 
tasks in the management of cultural heritage sites, for example: 
as a supporting tool for the visualization and selection of 
alternatives in the revitalization processes of the historical sites, 
also in the phase of maintenance of building or infrastructures 
etc. For non-professionals the concept of WPA could be applied 
to aid the user in the visit to a museum or other cultural places. 
As previously mentioned cultural heritage is not the only sector 
to apply such novel technologies. We are starting to develop a 
new prototype for professionals in the areas of mechanical 
maintenance. 
 
In the near future we plan to extend the services of the 
RASMAP platform, developing new technologies for 
improving the tracking. We will develop new algorithms for the 
vision based tracking and combine it with other different 
technologies (GPS, WiFi, etc.). We plan also to development of 
new services for context awareness, considering both contexts: 
the user and the environment. These services will allow the 
system to provide personalized information to the user.  
 
For the prototype in the diagnosis of the built heritage we will 
include minor changes in the application according to the 
feedback provided by the user during the test and we will 
validate the tool using the developed WPA for the diagnosis of 
a historical centre comparing the results with the traditional 
methods. 
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